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Abstract- Optimization is a commonly encountered mathematical problem in all engineering 
disciplines. It literally means finding the best possible/desirable solution. There are various 
optimizations techniques available like GA (Genetic Algorithm), Evolution strategy, 
DE(Differential Evolution) etc. Different researchers proposed various theory and techniques to 
handle optimization problem. Gregor Mendel provides various laws to overcome optimization 
problems. While Darwin, provides theoretical concept to evaluate optimization problems. This 
paper provides detailed study of different Meta heuristic techniques also provides Mendel’s 
laws and Darwin theory of evaluation. 
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I. Introduction 

Optimization is a process of finding a solution with the most effective or highest achievable 
performance under the given constraints, by maximizing the desired factors and minimizing the 
undesired ones. In contrast, maximization means trying to attain the maximum or highest result or 
outcome without regard to cost, time or expenses and minimization means trying to attain the lowest 
or minimum result or outcome without regard to cost, time or expenses. Optimization consists of 
trying the variations on an initial concept and using the gathered information idea has been improved. 
The terminology “best” solution implies that there is more than one solution and the solutions are not 
of equal value. The definition of best is relative to the problem at hand, its method of solution, and the 
tolerances allowed. Thus, the optimal solution depends on the person formulating the problem. In 
optimization process, the input consists of variables given to the process or function which is also 
called as the objective function, or fitness function and output is obtained in the form of fitness value.  
Optimization is a normally experienced numerical issue in all building disciplines. It actually implies 
finding the most ideal/attractive arrangement. Improvement issues are far reaching and various, 
consequently techniques for taking care of these issues should be, a dynamic research theme. 
Streamlining calculations can be either deterministic or stochastic in nature. Previous techniques to 
tackle enhancement issues require huge computational endeavors, which have a tendency to flop as 
the issue estimate increments. 

NP Hard NP Complete Problem 
In Optimization problems, as the traveling salesman problem, graphcolouring problem, finding an 
optimal solution is extremely time consuming because of inherent complexity. In fact no algorithm in 
polynomial time can solve them.For a large class of problems, usually called NP-hard optimization 
problems, the existence of polynomialtime algorithms would imply a positive answer to the famous 
question P = NP, a fact which is generally considered to be extremely unlikely(Fundamental study 
Approximate study of NP optimization Problems, 1995).  
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Presently there are a great deal of projects that don't (really) keep running in polynomial time on a 
general PC, yet do keep running in polynomial time on a nondeterministic Turing machine. These 
projects take care of issues in NP, which remains for nondeterministic polynomial time  
 
In computational unpredictability hypothesis, a choice issue is NP-finished when it is both in NP and 
NP-hard. The arrangement of NP-finish issues is frequently meant by NP-C or NPC. The abbreviation 
NP refers to "nondeterministic polynomial time". 

Albeit any offered answer for a NP-finish issue can be confirmed rapidly (in polynomial time), there 
is no known effective approach to find an answer in any case; in reality, the most striking normal for 
NP-finish issues is that no quick answer for them is known. That is, the time required to tackle the 
issue utilizing any right now referred to calculation increments rapidly as the extent of the issue 
develops. As an outcome, figuring out if or not it is conceivable to take care of these issues 
immediately, called the P versus NP issue, is one of the central unsolved issues in software 
engineering today.  

 

While a technique for registering the answers for NP-finish issues utilizing a sensible measure of time 
stays unfamiliar, PC researchers software engineers still as often as possible experience NP-finish 
issues. NP-finish issues are frequently tended to by utilizing heuristic strategies and estimation 
calculations.  

 

NP-finish issues are in NP, the arrangement of all choice issues whose arrangements can be confirmed 
in polynomial time; NP might be identically characterized as the arrangement of choice issues that can 
be tackled in polynomial time on a non-deterministic Turing machine. An issue p in NP will be NP-
finished if each other issue in NP can be changed (or diminished) into p in polynomial time.  

 

NP-finish issues are considered on the grounds that the capacity to rapidly check answers for an issue 
(NP) appears to correspond with the capacity to rapidly take care of that issue (P). It is not known 
whether each issue in NP can be immediately tackled—this is known as the P versus NP issue. In any 
case, if any NP-finish issue can be understood immediately, then every issue in NP can, in light of the 
fact that the meaning of a NP-finish issue expresses that each issue in NP must be rapidly reducible to 
each NP-finish issue (that is, it can be decreased in polynomial time). As a result of this, it is regularly 
said that NP-finish issues are harder or more troublesome than NP issues by and large. 
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Fig: Graphical Representation of NP Hard and NP Complete problems 
 
Metaheuristic 
In optimization, Metaheuristic is a strategy or heuristic intended to discover, produce, or select a 
heuristic (halfway pursuit calculation) that may give an adequately decent answer for an enhancement 
issue, particularly with deficient or flawed data or restricted calculation capacity.Metaheuristic test an 
arrangement of arrangements which sufficiently vast to be inspected. Metaheuristic may make couple 
of suspicions about the advancement issue being comprehended, thus they might be usable for an 
assortment of issues.  
 
Contrasted with streamlining calculations and iterative strategies, Metaheuristic don't ensure that an 
all inclusive ideal arrangement can be found on some class of problems. Many Metaheuristic execute 
some type of stochastic improvement, so that the arrangement found is subject to the arrangement of 
arbitrary factors produced. Via seeking over a substantial arrangement of possible arrangements, 
Metaheuristic can frequently discover great arrangements with less computational exertion than 
streamlining calculations, iterative techniques, or basic heuristics. In that capacity, they are helpful 
methodologies for advancement issues. A few books and overview papers have been distributed 
regarding the matter. 
Properties of Metaheuristic: These are properties that characterize most Metaheuristic 

a. Metaheuristic are strategies that guide the search process. 
b. The goal is to efficiently explore the search space in order to find near–optimal solutions. 
c. Techniques which constitute Metaheuristic algorithms range from simple local search 

procedures to complex learning processes. 
d. Metaheuristic algorithms are approximate and usually non-deterministic. 
e. Metaheuristic are not problem-specific. 

II. BIOLOGICALLY INSPIRED ALGORITHMS 
As we enhance our insight into our normal environmentand persistently find the marvels it 
hasevolved, it is essential to draw motivation from it.Nature is obviously an awesome and monstrous 
wellspring of motivation for tackling hard and complex issues in software engineering since it 
displays to a great degree assorted, alert, powerful, intricate and captivating wonder. It generally finds 
the ideal answer for take care of its issue keeping up impeccable adjust among its segments. This is 
the pushed behind bio propelled figuring. Nature propelled calculations are meta heuristics that 
imitates the nature for taking care of enhancement issues opening another time in calculation. For as 
far back as decades, various research endeavors have been packed in this specific region. As yet being 
youthful and the outcomes being extremely astonishing, expands the extension and practicality of Bio 
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Inspired Algorithms (BIAs) investigating new ranges of use and more open doors in computing. 
Understanding how nature executes what it has perfected over such quite a while, what arrangements 
it has selected and those it has disposed of, will most likely prompt to significant advances in Signal 
Processing Research. Number of algorithms are available like GA, PSO, ACO, ABC etc  to provide 
optimal solutions to researchers for their problem. 
 
Genetic Programming Proposed by Koza in 1992,GP being an expansion to Genetic calculations 
varies from the last as far as representation of the solution.GP speak to a circuitous encoding of a 
potential arrangement (as a tree),in which hunt is connected to the arrangement straightforwardly , 
and an answer could be a PC program. The second crucial distinction is in the variable-length 
representation embraced by GP conversely with the settled length encoding in GA. The populace in 
GP produces assorted qualities in the estimations of the qualities as well as in the structure of the 
people.  
 
Subsequently GP looks like advancement of a populace of PC projects.  
 
The four stages in Genetic programming includes:  
 
1) Generate an underlying populace of PC projects including the capacities and terminals.  
 
2) Execute every program in the populace and appoint it a wellness esteem as indicated by how well it 
takes care of the issue.  
 
3) Create another populace of PC projects.  
 
i) Copy the best existing projects  
 
ii) Create new PC programs by transformation.  
 
iii) Create new PC programs by hybrid (sexual multiplication).  
 
Advancement StrategiesEvolution Strategies was produced by three students(Bienert, Rechenberg, 
Schwefel) at the Technical University in Berlin in 1964 with an end goal to mechanically upgrade a 
streamlined plan issue. Development Strategies is a worldwide enhancement calculation roused by the 
hypothesis of adjustment and advancement by method for common determination. In particular, the 
system is enlivened by large scale level or the species-level procedure of advancement (phenotype, 
innate, variety) not at all like hereditary calculation which manages smaller scale or genomic level 
(genome, chromosomes, qualities, alleles). An essential element of ES is the use of self-versatile 
components for controlling the utilization of transformation. These systems are gone for improving 
the advance of the pursuit by developing not just the answers for the issue being considered, 
additionally a few parameters for changing these arrangements. Some basic Selection and Sampling 
plans in ES are as per the following: (1+1)- ES: This is a basic choice instrument in which works by 
making one genuine esteemed vector of protest factors from its parent by applying change with an 
indistinguishable standard deviation to every question variable. At that point, the subsequent 
individual is assessed and contrasted with its parent, and the better makes due to end up distinctly a 
parent of the people to come, while the other is disposed of. (μ +λ)- ES: Here μ guardians are chosen 
from the present era and create λ posterity, through some recombination and/or transformation 
administrators. Out of the union of guardians and posterity (μ + λ), the best μ kept for people to come. 
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It innately joins elitism. (μ, λ)- ES: Currently utilized variation is (μ , λ)- ES .Here μ guardians chose 
from the present era and used to create λ posterity (with λ >= μ ) and just the best μ posterity people 
frame the cutting edge disposing of the guardians totally. This does not join elitism.  
 
Differential EvolutionAnother worldview in EA family is differential development (DE) proposed by 
Storn and Price in 1995. DE is like GAs since populaces of people are utilized to look for an ideal 
arrangement. The principle distinction amongst Gas and DE is that, in GAs, transformation is the 
consequence of little bothers to the qualities of an individual while in DE change is the aftereffect of 
number juggling blends of people. Toward the start of the advancement procedure, the change 
administrator of DE favors investigation. As advancement advances, the transformation administrator 
favors misuse. Thus, DE consequently adjusts the change additions to the best esteem in light of the 
phase of the transformative procedure. Change in DE is consequently not in light of a predefined 
likelihood thickness work. Focal points:  
 
• DE is anything but difficult to actualize, requires little parameter tuning  
 
• Exhibits quick union  
 
• It is for the most part considered as a dependable, exact, powerful and quick streamlining 
method.  
 
• Limitations:  
 
• According to Krink et al. (2004), commotion may unfavorably influence the execution of DE 
because of its ravenous nature.  
 
• Also the client needs to locate the best values for the issue subordinate control parameters 
utilized as a part of DE and this is a tedious errand.  
 
A self-versatile DE (SDE) calculation can takes out the requirement for manual tuning of control 
parameters  
 
Paddy Field AlgorithmRecent calculation Proposed by Premaratne et al in 2009 , which works on a 
regenerative standard dependant on vicinity to the worldwide arrangement and populace thickness 
like plant populaces .Unlike developmental calculations ,it doesn't include consolidated conduct nor 
hybrid between people rather it utilizes fertilization and dispersal.PFA constitutes five fundamental 
strides.  
 
1. Sowing: The calculation works by at first scrambling seeds (starting populace p0) at irregular in an 
uneven field.  
 
2. Choice: Here the best plants are chosen in view of a limit technique to specifically remove ominous 
arrangements furthermore controls the populace.  
 
3. Seeding: In this stage every plant builds up various seeds relative to its wellbeing. The seeds that 
drop into the most positive spots (most rich soil, best seepage, soil dampness and so on.) have a 
tendency to develop to be the best plants (taller) and deliver more number of seeds. The most 
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astounding plant of the populace would relate to the area of the ideal conditions and the plant's 
wellness is dictated by a wellness work.  
 
4. Fertilization: For seed engendering fertilization is a central point either by means of creatures or 
through wind. High populace thickness would build the possibility of fertilization for dust conveyed 
by the wind  
 
5. Scattering: with a specific end goal to forestall stalling out in neighborhood minima, the seeds of 
every plant are scattered .Depending on the status of the land it will develop into new plants and 
proceed with the cycle. 
Comparative analysis of various bioinspired techniques: 

NAME OF 
ALGORITHM 

REPRESENTATION OPERATORS  CONTROL 
PARAMETERS 

GA Binary, data structure, 
tree, Matrix 

Crossover, 
mutation, 
selection, 
Inversion , 

Gene Silencing 

Population size, 
max. generation 
number, cross 

over probability, 
mutation 

probability, length 
of chromosome, 

chromosome 
encoding 

GP Tree structure Crossover, 
Reproduction, 

mutation, 
permutation, 

Population size, 
Maximum 
number of 

generations, 
Probability of 

crossover, 
mutation 

ES Real-valued vectors Mutation, 
Selection, 
discrete 

Recombination 

Population size, 
Maximum 
number of 

generations, 
Probability of 

crossover, 
Probability of 

mutation 
DE Real-valued vectors Crossover, 

mutation 
,selection 

S Population size 
, dimension of 
problem scale 

factor, probability 
of crossover 

 

 
III. Darwin's Theory of Evolution: Charles Darwin simply brought something new to the old 
philosophy -- a plausible mechanism called "natural selection." Natural selection acts to preserve and 
accumulate minor advantageous genetic mutations. Suppose a member of a species developed a 
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functional advantage (it grew wings and learned to fly). Its offspring would inherit that advantage and 
pass it on to their offspring. The inferior (disadvantaged) members of the same species would 
gradually die out, leaving only the superior (advantaged) members of the species. Natural selection is 
the preservation of a functional advantage that enables a species to compete better in the wild. Natural 
selection is the naturalistic equivalent to domestic breeding. Over the centuries, human breeders have 
produced dramatic changes in domestic animal populations by selecting individuals to breed. Breeders 
eliminate undesirable traits gradually over time. Similarly, natural selection eliminates inferior species 
gradually over time. Darwin's Theory of Evolution is a theory in crisis in light of the tremendous 
advance made in molecular biology, biochemistry and genetics over the past fifty years. We now 
know that there are in fact tens of thousands of irreducibly complex systems on the cellular level. 
Specified complexity pervades the microscopic biological world. Molecular biologist Michael Denton 
wrote, "Although the tiniest bacterial cells are incredibly small, weighing less than 10-12 grams, each 
is in effect a veritable micro-miniaturized factory containing thousands of exquisitely designed pieces 
of intricate molecular machinery, made up altogether of one hundred thousand million atoms, far 
more complicated than any machinery built by man and absolutely without parallel in the non-living 
world." 

 
Genetic Algorithm: 
Genetic algorithm is basically a method for solving constrained and unconstrained optimization 
problems. GA is based on the Darwin’s theory of natural evolution specified in the origin of species. 
GA is based on the concept of ‘survival of the fittest’. As in the nature the fit species remain intact, 
while the unfit species is eliminated. On the similar lines out of a number of solutions available, only 
the more fit solutions are survived, while the less fit solutions are discarded. GA represents the 
solutions in the form of chromosomes and the fitness of the chromosomes is evaluated. The more fit 
solutions are selected for the reproduction using the crossover operator. The mutation operator is used 
to maintain the diversity the population. The more fit chromosomes replace less fit chromosomes and 
the process continues till the optimal solution is found on the basis of some pre-specified criteria.As 
we now know they're based on the process of natural selection, this means they take the fundamental 
properties of natural selection and apply them to whatever problem it is we're trying to solve.Genetic 
Algorithm. The main disadvantage of GA’s:- while solving optimum problems with pure continuous 
variables they are less efficient than the gradient-based algorithms, as indicated by the fact that a lot 
more iterations are required for convergence. The problem of premature convergence with GA is well 
known (Evolving ant colony optimization, 1998). GA uses the three principle of natural evolution in 
nature: Reproduction, natural selection and diversity. The difference from current generation to 
previous generation maintains the diversity (Agent-based modelling: Tools for linking netlogo and r, 
2012)by the use of genetic algorithm for allocating the testing resources. Using simple optimization 
techniques, it’s somewhat not easy to allocate resources optimally to software during testing phase. 
The dynamic nature of problem is also not easily solved by ordinary optimization techniques. 

A The basic process for a genetic algorithm is: 

• Initialization - Create an initial population. This population is usually randomly generated and 
can be any desired size, from only a few individuals to thousands. 

• Evaluation - Each member of the population is then evaluated and we calculate a 'fitness' for 
that individual. The fitness value is calculated by how well it fits with our desired 
requirements. These requirements could be simple, 'faster algorithms are better', or more 
complex, 'stronger materials are better but they shouldn't be too heavy'. 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 7, Issue 12, December-2016                                              495 
ISSN 2229-5518 

IJSER © 2016 
http://www.ijser.org 

• Selection - We want to be constantly improving our populations overall fitness. Selection 
helps us to do this by discarding the bad designs and only keeping the best individuals in the 
population.  There are a few different selection methods but the basic idea is the same, make 
it more likely that fitter individuals will be selected for our next generation. 

• Crossover - During crossover we create new individuals by combining aspects of our selected 
individuals. We can think of this as mimicking how sex works in nature. The hope is that by 
combining certain traits from two or more individuals we will create an even 'fitter' offspring 
which will inherit the best traits from each of its parents. 

• Mutation - We need to add a little bit randomness into our populations' genetics otherwise 
every combination of solutions we can create would be in our initial population. Mutation 
typically works by making very small changes at random to an individual’s genome. 

B. Advantages & Disadvantages: Applicable when little knowledge is encoded in the system.  

• Effective way of finding a reasonable solution to a complex problem quickly.  
• NP-complete problems can be solved in efficient way. 
• Parallelism and easy implementation is an advantage.  
• However, they give very poor performance on some problems as might be expected from 
knowledge-poor approaches.  

 

C. Criteria for GA Approaches 

Completeness: Any solution should have its encoding 
Non redundancy: Codes and solutions should correspond one to one 
Soundness: Any code (produced by genetic operators) should have its corresponding solution 
Characteristic perseverance: Offspring should inherit useful characteristics from parents. 

 

D. Application of GA: TSP and sequence scheduling, Nonlinear dynamical systems - predicting, data 
analysis, Designing neural networks, both architecture and weights ,Robotics, Machine Learning, 
Signal Processing, Game Playing, Combinatorial Optimization. 

E. Limitations 
Imagine you were told to wear a blindfold then you were placed at the bottom of a hill with the 
instruction to find your way to the peak. You're only option is to set off climbing the hill until you 
notice you're no longer ascending anymore. At this point you might declare you've found the peak, but 
how would you know? In this situation because of your blindfolded you couldn't see if you're actually 
at the peak or just at the peak of smaller section of the hill. We call this a local optimum. Below is an 
example of how this local optimum might look: 
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Unlike in our blindfolded hill climber, genetic algorithms can often escape from these local optimums 
if they are shallow enough. Although like our example we are often never able to guarantee that our 
genetic algorithm has found the global optimum solution to our problem. For more complex problems 
it is usually an unreasonable exception to find a global optimum, the best we can do is hope for is a 
close approximation of the optimal solution. 

 

IV. Mendel's Laws 

Simulating natural phenomena, crossover, mutation several operators are developed in GA used for 
producing various variants of chromosomes. (A Genetic Algorithm with a Mendel Operator for 
Global Minimization, 1999). Mendel operator on the other hand intend to restrict production of the 
chromosomes similar with specific one by simulating Mendel’s genetic law. Mendel’s principles are 
represented by the Mendel operator which is easily synchronized with the multi-objective 
GA.(Exchnge rates determination based on genetic algorithms using Mendel's principles: 
Investigation and estimation under uncertainty, 2011) 

 Mendel’s laws has been applied to genetically reproducing creatures in a natural environment. 
Mendel determined that genes were passed on to descendants unaltered and that for any particular 
trait, the parent genes separate and one part of each parent gene is used to form a new gene in the 
descendent. The part of the parent gene that is passed on to the descendent is a matter of chance. 
Mendel discovered through pea experiment that, when he crossed purebred white flower and purple 
flower pea plants (the parental or P generation), the result was not a blend. Rather than being a mix of 
the two, the offspring (known as the F1 generation) was purple-flowered. When Mendel self-
fertilized the F1 generation pea plants, he obtained a purple flower to white flower ratio in the 
F2 generation of 3 to 1. The results of this cross are tabulated in the Punnett square to the right. 
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pea plantsgeneration 

He then conceived the idea of heredity units, which he called "factors". Mendel found that there are 
alternative forms of factors—now called genes—that account for variations in (A new approach for 
the genetic algorithm, 2009) inherited characteristics. For example, the gene for flower color in pea 
plants exists in two forms, one for purple and the other for white. The alternative “forms” is now 
called alleles. For each biological trait, an organism inherits two alleles, one from each parent. These 
alleles may be the same or different. An organism that has two identical alleles for a gene is said to 
be homozygous for that gene (and is called a homozygote). An organism that has two different alleles 
for a gene is said by heterozygous for that gene (and is called a heterozygote). 

Mendel also hypothesized that allele pairs separate randomly, or segregate, from each other during the 
production of gametes: egg and sperm. Because allele pairs separate during gamete production, a 
sperm or egg carries only one allele for each inherited trait. When sperm and egg unite at fertilization, 
each contributes its allele, restoring the paired condition in the offspring. This is called the Law of 
Segregation. Mendel also found that each pair of alleles segregates independently of the other pairs of 
alleles during gamete formation. This is known as the Law of Independent Assortment. 
The genotype of an individual is made up of the many alleles it possesses. An individual's physical 
appearance, or phenotype, is determined by its alleles as well as by its environment. The presence of 
an allele does not mean that the trait will be expressed in the individual that possesses it. If the two 
alleles of an inherited pair differ (the heterozygous condition), then one determines the organism’s 
appearance and is called the dominant allele; the other has no noticeable effect on the organism’s 
appearance and is called the recessive allele. Thus, in the example above dominant purple flower 
allele will hide the phenotypic effects of the recessive white flower allele. This is known as the Law 
of Dominance but it is not a transmission law, but dominance has to be with the expression of the 
genotype and not its transmission. We use upper case letters to represent dominant alleles and 
lowercase letters to represent recessive alleles. 

Now, notice in that very brief description of his work that the words "chromosomes" or "genes" are 
nowhere to be found.  That is because the role of these things in relation to inheritance & heredity had 
not been discovered yet. What makes Mendel's contributions so impressive is that he described the 
basic patterns of inheritance before the mechanism for inheritance (namely genes) was even 
discovered. 

As discussed , the Mendel method of depends on the two rules of Mendel Experiment : 
(1) The segregation of alleles; 
(2) The independent assortment of alleles. 
The steps of the algorithm can be as follows: 
• determination of the objective function, 
• production of an initial population (gametes), 
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• select a gamete for a genotype, 
• attribute a local dominance or recessiveness, 
• determination of the genotypes, 
• segregation of the alleles, 
• obtaining the Punnett square, 
• arranging the Punnett square according to Mendel, 
• selection by the roulette wheel method, 
• discovery of the new genotypes and phenotypes, 
 
The differences of this method  from the conventional GA one are thedominance, recessiveness, 
genotype, phenotype, and the Punnett square. 
 

V. Conclusion and Future work 

In this paper an attempt has been made to discuss Optimization, Metaheuristic Genetic algorithm, 
Mendel and its  different laws. Mendel laws are used to generate genotypes and pheyotypes in punnet 
square. There are different operators in GA present to generate chromosome but when we use Mandal 
laws then a different approach which can lead to result  better then in comparison with previous one 
can be expected. Proposed work shows that these three laws can provide effective and sufficient 
results. In future it is intended to use these to solve various classical problems of optimization like De 
Jong’s function and Travelling sales person problemand to modify these laws and generate much 
better effective results. 
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